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under Squared Log Error Loss Function in a

Lower Bounded Parameter Space
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Extended Abstract. The study of truncated parameter space in general is
of interest for the following reasons:

1.

They often occur in practice. In many cases certain parameter values
can be excluded from the parameter space. Nearly all problems in
practice have a truncated parameter space and it is most impossible
to argue in practice that a parameter is not bounded.

In truncated parameter space, the commonly used estimators of # such
as the maximum likelihood estimators are inadmissible. Even more
characteristic is the fact that boundary rules are mostly inadmissible,
where a boundary estimator is an estimator which takes, with positive
probability for some 6 € ©, values on or near the boundary of ©.

In truncated parameter space, the frequently used criterion of unbi-
asedness is useless, since no unbiased estimator exists in general. So,
other optimality criteria have to be looked for, such as admissibility,
minimaxity and invariance among others (Moors, 1985).

So, estimation in truncated parameter space is one of the most important
features in statistical inference. As mentioned above, most of the frequently
used estimators such as the MLE are inadmissible in truncated parameter space.
One way to avoid this difficulties is using other criteria of optimality, such
as minimaxity. Minimaxity of estimators is not only of own interest, but it
serves also as a useful benchmark to measure the performance of estimators.
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It has played an important role in estimation problems in restricted parameter
spaces since the work of Katz (1961) who considered minimax and admissible
estimator of a normal mean in a lower bounded parameter space under squared
error loss function.

Minimax estimation problems with restricted parameter space reached in-
creasing interest within the last two decades. For a review of minimax esti-
mation in truncated parameter space, see Bischoff (1992), Bader and Bischoff
(2003), Jafari Jozani et al. (2002), Marchand and Parsian (2006), Marchand
and Strawderman (2004), van Eeden (2006), and Jafari Jozani and Marchand
(2007) among others.

In this paper, estimation of a lower bounded parameter § € [b,1] in a
binomial distribution, Bin(n,#), with probability function

P(X =z)= (Z)ozu -0, 2=0,....n

under the squared log error loss function

L(6,6) = (logé — log#)* = {log <g> }2

is considered and minimaxity of a boundary supported prior Bayes estimator of
6 € [b,1] is proved. More specifically, we focused on explicit conditions for the
minimax estimator to be Bayes with respect to a boundary supported prior. To
this end, we identified the unique “equalizer” rule among two point boundary
priors as well as its risk function. Also a necessary and sufficient condition for
the equalizer rule to be minimax is presented.
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