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Abstract. In this paper, we discuss different estimators of the records
Weibull distribution parameters and also we apply the Kullback-Leibler di-
vergence of survival function method to estimate record Weibull parameters.
Finally, these estimators have been compared using Monte Carlo simulation
and suggested good estimators.
Keywords. Weibull distribution; upper record; Entropy; parameter esti-
mation, simulation.

MSC 2010: 62N02; 62F10; 62F15; 54C70; 37M05.

1 Introduction
In the common practice, the communication theory is necessary in order to
quantify and fully study the information mathematically. Information the-
ory is a branch of applied mathematics, electrical engineering and computer
science involving the quantification of information. Limited information-
theoretic ideas had been developed by Nyquist (1924), Hartley (1928) and
etc. What is known today as the information theory has been founded by
Shannon in 1948 through introducing H(X) as the entropy of random vari-
able X. He for the first time introduced the qualitative and quantitative
model of communication as a statistical process underlying information the-
ory. Later on, other measures were introduced such as Renyi entropy, relative
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entropy and Mutual information. Relative entropy (also Kullback-Leibler di-
vergence) was first defined by Kullback and Leibler in 1951 as the directed
divergence between two distributions.

Also, record values and associated statistics have widely been used in
many real life applications, for example in sports, weather, business, etc.
Record values are very important in case when observations are difficult to
obtain or when they are being destroyed when observations are subjected
to an experimental test. Observations are obtained by observing successive
maximum (minimum) values. The term record value was first introduced
by Chandler (1952). Some inferential statistics based on record value have
been discussed by Balakrishnan and Chan (1993), Ahmadi and Balakrishnan
(2004), Ahmadi and Doostparast (2008), Ahsanullah (1995, 2004) and etc.

In statistics, the Weibull distribution is one of the most important con-
tinuous probability distributions. It was, first introduced by Weibull in 1939
when he was studying the issue of structural strength. Teymori and Gupta
(2012) introduce a point estimator for shape parameter of upper record
Weibull distribution and use maximum-likelihood estimation (MLE) of scale
parameter in their method. Also some inferential statistics based on Weibull
distribution have been discussed by Yari and Saghafi (2012) and Yari et al.
(2013).

In this paper we use Kullbak-Leibler method for estimation parameters
of upper record Weibull and we discuss on point estimator method. For esti-
mation α the results show moment method estimation (MME) or Kullback-
Leibler divergence of survival function estimation (DLS) of β are better than
maximum-likelihood estimation (MLE) of β.

Now we introduce some basic definitions that play a central role in the
present paper, using the notation of Wuu (2006), Cover and Thomass (2006)
and Yari et al. (2013).

Definition 1. Let Yn = max {X1, X2, . . . , Xn}, n > 1. Xi is an upper
record of X1, X2, . . . , Xn if Yi > Yi−1, i > 1. By this definition X1 is an
upper record values.

Since we can replaceX1, X2, . . . , Xn by −X1,−X2, . . . ,−Xn orX−1
1 , X−1

2 , . . . ,
X−1
n (if P (Xi > 0) = 1, for all i), the upper record values of these new se-

quence will correspond to lower record values of the original sequence, so in
this paper we shall study only upper record values and shall use the notation
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XU(i) for the ith upper record statistic. The probability density function
(pdf) of the XU(i) is obtained by

fXU(i)
(x) =

[− log{1− FX(x)}]i−1fX(x)

Γ(i)
, x ∈ R, i = 1, 2, . . . , n, (1)

where Γ is the gamma function.

Definition 2. Suppose that X is a random variable with a pdf f(x) and
support Sx, then the entropy of X is defined by

h(X) = −
∫
S
f(x) log f(x)dx. (2)

Definition 3. Let X1, X2, . . . be a sequence of positive, independent and
identically distributed (iid) random variable with a non-increasing survival
function F (x,Θ) = PΘ(X > x) with support Sx and vector of parameters
Θ. Then the empirical survival function of a random sample of size n is
defined by

Gn(x) =
n−1∑
j=0

(
1− j

n

)
I[X(j),X(j+1)), (3)

where I is the indicator function and (0 = X(0) 6)X(1) 6 X(2) 6 · · · 6 X(n)

is the ordered sample.

Definition 4. Let F (x,Θ) be the true survival function with unknown
parameters Θ and Gn(x) be the empirical survival function of a random
sample of size n from F (x,Θ). Then the Kullback-Leibler divergence
of Survival function Gn and F is given by (Ahmadi, 2009)

DLS{Gn(x)∥F (x)} =

∫ ∞

0
Gn(x) ln

Gn(x)

F (x)
− {Gn(x)− F (x)}dx. (4)

The rest of this paper is organized as follows. In the next section we state
some properties of record statistics. Section 3 present the upper record value
of Weibull distribution and its entropy. Our approch is illustrated in Section
4. Finally, we compare the estimators of parameters of the upper records
Weibull distribution by Monte Carlo simulation in Section 5.
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2 Some Properties of Record Statistics
In current section we examine some properties of upper record statistics. See
more details in Teimouri and Gupta (2012).

a) Using (1), the chi-square distribution with 2i degrees of freedom and
conversion of U = −2 log{1− F (x)}, we have

F−1
X

(
1− exp

{
−
χ2
(2i)

2

})
d
= XU(i).

b) The 100(1− ε)% confidence interval for XU(i) is(
F−1
X

(
1− exp

{
−
χ2
(2i,α

2
)

2

})
, F−1

X

(
1− exp

{
−
χ2
(2i,1−α

2
)

2

}))
.

c) The pth quintile for 0 < p < 1 of XU(i) is

F−1
XU(i)

(p) = F−1
X

1− exp

−
F−1
χ2
(2i)

(p)

2

 .
In the remainder of this specification, we will state a lemma and two theorems
which has been presented in the Baratpour et al. (2007).

Lemma 1. (Ahmadi, 2000) For n > 1, we have

ψ(n) =

∫
xne−x log xdx = n!

(
n∑
i=1

1

i
− γ

)
, (5)

where γ is the Euler’s constant.

Theorem 1. Let X1, X2, . . . be a sequence of iid random variables from
cumulative distribution function (cdf) F(x) with pdf f(x) and entropy H(X) <
∞. We have

H(XU(i)) =

i−1∑
j=1

(
log j − i− 1

j

)
+ (i− 1)γ − ϕf (i− 1), i > 1 (6)

where ϕf (i) =
∫∞
0

zi

i! e
−z log f(F−1(1− e−z))dz.
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Theorem 2. Let Y is a random variable with cdf F (x) and pdf f(x). Under
the assumption of Theorem 1, we have:

i) H(XU(i)) 6 H(X∗
U(i))− i−BiE

{
log fY (y)
1−FY (y)

}
− logM and

ii) H(XU(i)) > H(X∗
U(i))− i− logM,

where M = f(m) < ∞, m is the mode of the distribution, Y = MX,

X∗
U(i) ∼ Γ(i, 1) and Bi =

(i− 1)(i−1)

Γ(i)
e−(i−1).

3 The Upper Record Value of Weibull Distribu-
tion and Its Entropy

Now we examine the Shannon’s Entropy on the upper record of the Weibull
distribution. A continuous random variable X is said to be a two-parameter
Weibull distribution with shape parameter α and scale parameter β, denoted
by X ∼W (α, β), if its cdf is

F (x) = 1− exp

{
−
(
x

β

)α}
, x > 0.

Now according to Section 2 and F−1(y) = β[− log{1− FX(x)}]
1

α we have:

a) β
(
χ2
2i
2

) 1
α d
= XU(i),

fXU(i)
(x) =

1

Γ(i)

(
α

β

)(
x

β

)αi−1

e
−
(

x
β

)α
(7)

and

F̄XU(i)
(x) =

i−1∑
j=0

e
−
(
x

β

) (
x
β

)j
j!

. (8)

b) The 100(1− ε)% confidence interval for XU(i) isβ
{
χ2
(2i, ε

2
)

2

} 1
α

, β

{
χ2
(2i,1− ε

2
)

2

} 1

α

 .
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c) The pth quintile for 0 < p < 1 of XU(i) is qU(i)(i) = β.

d) H(XU(i)) = ln
(
α
β

)
− i+

∑i−1
j=1

(
log j − i−1

j

)
+ (i− 1)γ +

(
1− 1

α

)
×
(∑i−1

j=1
1
j − γ

)
and

DLS{Gn(x)∥Fn(x)} =

n−1∑
j=1

(
1− i

n

)
ln

(
1− i

n

)
∆xi+1 +

1

2nβ

n∑
i=1

x2(i)

−
n−1∑
i=1

(
1− i

n

)∫ x(i+1)

x(i)

ln

(
n−1∑
i=1

xi

βii!

)
dx

−

{
x−

βΓ
(
n+ 1

α

)
Γ(n)

}
, (9)

where ∆xi = xi+1 − xi, x0 = 0 (Lio, 2001).

4 Estimation of Parameters of the Upper Records
Weibull Distribution

In this paper, we use the notation ith-UW for the ith upper record Weibull
distribution and in current section we estimate shape parameter α and scale
parameter β by five methods. Suppose that X1, X2, . . . , Xn is a random
sample from (7) with sample size n.

a) Moment method (MME):
Here we provide the MME method of the parameters of a ith-UW distribu-
tion. To this purpose, one can show that its mean and variance of the sample
are respectively:

(a) x =

βΓ

(
i+

1

α

)
Γ(i)

, (b) s2 =

β2Γ

(
i+

2

α

)
Γ(i)

−
β2Γ2

(
i+

1

α

)
Γ2(i)

.

We consider three cases:

• When α is known, then from (a) we have an estimator for β, denoted
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by β̃αknown as follow

β̃αknown =
xΓ(i)

Γ

(
i+

1

α

) . (10)

• When β is known, in this case we need to solve (a) with respect to α,
to yield α̃βknown the following equation

Γ

(
i+

1

α̃βknown

)
=
xΓ(i)

β
. (11)

• When both α and β are unknown, first we obtain the population coef-
ficient of variation (CV) from (a) and (b) as follow

√
var(X)

E(X)
=

{
Γ(i)Γ

(
i+ 2

α

)
− Γ2

(
i+

1

α

)} 1
2

Γ
(
i+ 1

α

) .

Then, equating the sample CV with the population CV (we observe
that the population CV is independent of β) we have

s

x
=

{
Γ(i)Γ

(
i+

2

α

)
− Γ2

(
i+

1

α

)} 1
2

Γ

(
i+

1

α

) , (12)

where s2 = 1

n− 1

∑n
i=1 (xi − x)2 and x =

1

n

∑n
i=1 xi. We need to solve

(12) to obtain MME of α, denoted by α̃. Then substituting α in (10)
we have an estimator for β, denoted by β̃.

b) Maximum-likelihood method (MLE):
Here the maximum likelihood estimators of ith-UW are considered. The
log-likelihood function is given by

lnL(α, β) ∝ n ln

(
α

β

)
+ (αi− 1)

{
ln

(
n∏
i=1

xi

)
− lnβ

}
−

n∑
i=1

(
xi
β

)α
. (13)

We consider three different cases:
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• α is known: differentiate (13) with respect to β then equating to zero
and solving with respect to β. Then the MLE of β, denoted by β̂MLE ,
will be

β̂MLE =

(∑n
j=1 αx

α
j

1 + n− αi

) 1
α

. (14)

• β is known: again differentiate (13) with respect to α and then equating
by zero and solving with respect to α. Then the MLE of α, denoted
by α̂MLE , will be

∂ lnL

∂α
=

n

α̂MLE
+ i ln

(
n∏
i=1

xj

)
− i lnβ −

n∑
i=1

(
xj
β

)α̂MLE

ln

(
xj
β

)
= 0.(15)

• Both α and β are unknown: in this case, replacing (14) in (13) and
then differentiate on it with respect to α then equating to zero and
solving with respect to α. Here the MLE of α, denoted by α̂, will be

n

α
− n

∑n
j=1 x

α
j lnxj∑n

j=1 x
α
j

+

{
ni

α(αi− 1 + n)
− n

α2
ln(αi− 1 + n)

}

+

n∑
j=1

i lnxj −
1

α2
ln

α n∑
j=1

xαj

−
(
i− 1

α

)(
1

α
+

∑n
j=1 x

α
j lnxj∑n

j=1 x
α
j

)

+
1

α2
ln (αi− 1 + n) +

(
i− 1

α

)
i

αi− 1 + n
− n− 1

α2
= 0. (16)

c) Bayesian method:
Here, we assume the previous information of α and β are independent of each
other, so π(α, β) = π(α)π(β). We obtain the Bayes estimator under normal,
uniform and triangular prior distributions by Monte Carlo simulation.

d) Point estimator for the shape parameter (PE):

Theorem 3. (Teimouri and Gupta , 2012) Suppose that a sequence of ith
upper record from Weibull family are observed. A simple estimator of shape
parameter is given by

α̂PE =
log(0.000002i2 + 0.9998i− 0.3271)

log{m̂U(i)} − log(β)
, (17)
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where m̂U(i) is the sample median of ith upper record values (Ahsanuullah,
2004).

e) Kullback-Leibler divergence of survival function method (DLS):
To estimate the parameters by this method, we set (8) in (4). Then we have

DLS{Gn(x)∥Fn(x)} =
n−1∑
i=1

(
1− i

n

)
ln

(
1− i

n

)
∆xi+1 +

1

2nβ

n∑
i=1

x2(i)

−
n−1∑
i=1

(
1− i

n

)∫ x(i+1)

x(i)

ln

(
n∑
i=1

xi

βii!

)
dx

−

{
xn −

βΓ
(
n+ 1

α

)
Γ(n)

}
, (18)

where ∆xi = xi+1 − xi, x0 = 0. Now differentiate (18) with respect to α
then equating to zero and solving with respect to α. Then, ∂

∂αΓ
(
i+ 1

α

)
= 0.

But we don’t have a good estimator for α by this equation since it does
not depend on the sample values. Now we suppose that α is known. The
equation (18) should be minimized respect to β. For this propose, we have

Γ

(
i+

1

α

)
Γ(i)

−
∑n

i=1 x
2
(j)

2nβ2
−

n∑
l=1

(
1− l − 1

n

)∫ x(l)

x(l−1)

∑n−1
k=0

(
x
β

)k
(k−1)!∑n−1

k=0

(
x
β

)k
k!

dx = 0. (19)

We observe that a close form solution of (19) for β is not possible.

5 Simulation Study
Since the MME, MLE, DLS and Bayesian estimate of the parameters have
not closed form so checking the performance of them, theoretically is a dif-
ficult task. Therefore, they must be solved numerically. We have done this
work by Matlab software. First, we have generated x1, x2, . . . , xn from a
ith = 4 upper record Weibull distribution (for more details, see Teymori and
Gupta, 2012). In this study we assumed αtrue = 2, βtrue = 3 and both α and
β are unknown. This sample simulated was used to estimate the 4th-UW
using the MME, MLE, DLS, Baysian and point methods. The above process
was repeated 10,000 times. Consequently, we have a set of M = 10000 4th-
UW parameter estimates using each method. Then the mean values ᾱ and
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β̄, and sample variances S2
α and S2

β and mean squered errors values MSEα
and MSEβ were computed using:

α =
1

M

M∑
k=1

αk, β =
1

M

M∑
k=1

βk,

S2
α =

1

M − 1

M∑
k=1

(αk − α)2, S2
β =

1

M − 1

M∑
k=1

(βk − β)2,

MSEα = S2
α + (α− αtrue)

2, MSEβ = S2
β + (β − βtrue)

2,

where αk, βk are the estimated 4th-UW shape and scale parameters from kth
sample. To illustrate the effect of sample size, we carried out a simulation
study for some levels of n = 5, 6, . . . , 30. First, we study the behavior of β
given in (10), (14), (19) and Bayesian method with four prior distribution.
Figure 1 shows the simulation results of β. The following results can be
concluded from this figure:

Figure 1. (a) β
β
. (b) M̂SEβ as functions of sample size.
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Figure 2. (a) α
α
. (b) M̂SEα as functions of sample size.

1) According to Figure 1.a, the MME, DLS and Bayesian with normal
prior methods act better than the rest in terms of bias. MME and
Bayesian estimate for β are overestimated whereas DLS is underesti-
mated.

2) According to Figure 1.b, mean squared error (MSE) of MME method
is best for every n.

Now we study the behavior of α given in (12), (16), (17) and Bayesian
method with four prior distribution. Figure 2 shows the simulation results
for α. The following results can be concluded from this figure:

1) According to Figure 2.a, the MME and point estimator methods act
better than the rest and are so similar in terms of bias. Also MLE values
for α are closed to αtrue, so this method can be a good estimator for
α.
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2) Figure 2.b shows MSE of MME, MLE and point estimator methods
are best for every n and very closed to zero.

6 Conclusion
The current paper concerned with different estimators of the records Weibull
distribution parameters and discussed how appropriate and inappropriate
these estimators are. The simulation process, suggests MME and DLS meth-
ods for estimating the parameter β. MME and proposed point estimators
based on estimated β by MME indicated to be appropriate estimators for α.
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