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1 Introduction
Kamps (1995) introduced the concept of generalized order statistics (gos)
as follows: Let X1, X2 . . . be a sequence of independent and identically dis-
tributed (iid) random variables (rv) with absolutely continuous distribution
function (df) F (x) and probability density function (pdf), f(x), x ∈ (α, β).
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Let n ∈ N , n > 2, k > 0, m ∈ ℜ, be the parameters such that

γr = k + (n− r)(m+ 1)> 0, for all r ∈ 1, 2, . . . , n− 1.

Then X(1, n,m, k), . . . , X(n, n,m, k), r = 1, 2, . . . , n are called gos if their
joint pdf is given by

k

n−1∏
j=1

γj

{n−1∏
i=1

[1− F (xi)]
mf(xi)

}
{1− F (xn)}k−1f(xn) (1)

on the cone F−1(0) 6 x1 6 x2 6 . . . 6 xn 6 F−1(1).
The model of gos contains as special cases, order statistics, record values,
sequential order statistics. Choosing the parameters appropriately (Cramer,
2002), we get the variant of the gos given in Table 1.

Table 1. Variants of the generalized order statistics

γn = k γr mr

i) Sequential order statistics αn (n− r + 1)αr γr − γr+1 − 1

ii) Ordinary order statistics 1 n− r + 1 0

iii) Record values 1 1 −1

iv) Progressively type II
Rn + 1 n− r + 1 +

∑n
j=r Rj Rrcensored order statistics

v) Pfeifer’s record values βn βr βr − βr+1 − 1

For simplicity we shall assume m1 = m2 = · · · = mn−1 = m.
The pdf of the rth gos, X(r, n,m, k), 1 6 r 6 n, is

fX(r,n,m,k)(x) =
Cr−1

(r − 1)!
{F̄ (x)}γr−1f(x)gr−1

m {F (x)} (2)

and the joint pdf of X(r, n,m, k) and X(s, n,m, k), 1 6 r < s 6 n, is

fX(r,n,m,k),X(s,n,m,k)(x, y) =
Cs−1

(r − 1)!(s− r − 1)!
{F̄ (x)}mf(x)gr−1

m

× {F (x)}[hm{F (y)} − hm{F (x)}]s−r−1

× {F̄ (y)}γs−1f(y), x < y, (3)
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where

F̄ (x) = 1− F (x), Cr−1 =

r∏
i=1

γi, γi = k + (n− i)(m+ 1),

hm(x) =

− 1
m+1(1− x)m+1, m ̸= −1

− ln(1− x), m = −1

and
gm(x) = hm(x)− hm(1), x ∈ [0, 1).

Let X(r, n,m, k), r = 1, 2, . . . , n be gos from a continuous population
with df F (x) and pdf f(x). Then the conditional pdf of X(s, n,m, k) given
X(r, n,m, k) = x, 1 6 r < s 6 n, in view of (2) and (3), is

fX(s,n,m,k)|X(r,n,m,k)(y|x) =
Cs−1

(s− r − 1)!Cr−1

× [hm{F (y)} − hm{F (x)}]s−r−1{F̄ (y)}γs−1

{F̄ (x)}γr+1
f(y), x < y. (4)

Kamps (1995) investigated recurrence relations for moments of gos based on
non-identically distributed random variables, which contains order statistics
and record values as special cases. Cramer and Kamps (2000) derived re-
lations for expectations of functions of generalized order statistics within a
class of distributions including a variety of identities for single and prod-
uct moments of ordinary order statistics and record values as particular
cases. Various developments on gos and related topics have been studied
by Kamps and Gather (1997), Keseling (1999), Cramer and Kamps (2000),
Pawlas and Szynal (2001), Ahmad and Fawzy (2003), Ahmad (2007), Khan,
et al. (2007, 2010) among others. Khan and Kumar (2010, 2011a, b) have
established recurrence relations for moments of lower generalized order statis-
tics from exponentiated Pareto, gamma and generalized exponential distri-
butions. Kamps (1998) investigated the importance of recurrence relations
for moments of order statistics in characterization.

The aim of the present study is to give exact expression and some recur-
rence relations for quotient moments of gos from generalized Pareto distri-
bution. In Section 2 we give exact expression and recurrence relations for
quotient moments of generalized Pareto distribution. Then we show that
results for order statistics and record values are deduced as special cases. In
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Section 3 we give exact expression and recurrence relations for conditional
quotient moments of generalized Pareto distribution and we show that re-
sults for order statistics and record values are deduced. In the last section
of the paper we prove a characterization result on this distribution based on
recurrence relation for conditional quotient moment of the gos.

A random variable X is said to have generalized Pareto distribution (Hall
and Wellner, 1981) if its pdf is of the form

f(x) =
β(1 + α)

(αx+ β)2

( β

αx+ β

) 1
α
, x > 0, α, β > 0 (5)

and the corresponding survival function is

F̄ (x) =
( β

αx+ β

)( 1
α)+1

, x > 0, α, β > 0. (6)

For more details and some applications of this distribution, one may refer to
Hall and Wellner (1981) and Johnson et al. (1994).

2 Relations for Quotient Moments
In view of (5) and (6), we have

(1 + α)F̄ (x) = (αx+ β)f(x). (7)

The relation in (7) will be used to derive some simple recurrence relations
for quotient moment of gos from the generalized Pareto distribution. These
recurrence relations will be enable one to obtain all the quotient moments in
a simple recursive manner.

Theorem 1. For generalized Pareto distribution as given in (6) and for
1 6 r 6 s− 2, k = 1, 2, . . . , i = 0, 1, 2, . . . and j = 1, 2, . . . , if m ̸= −1

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
=

(1 + α)2Cs−1

(r − 1)!(s− r − 1)!(m+ 1)s−2

(α
β

)j−i+1

×
∞∑
p=0

i∑
q=0

r−1∑
u=0

s−r−1∑
v=0

(−1)u+v+q

(
r − 1
u

)(
s− r − 1

v

)

×
(
i
q

)
(j + 1)(p)

p!{(1 + α)γs−v + α(p+ j + 1)}

× 1

{(1 + α)γr−u + α(p+ q + j − i+ 1)}
, (8)
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and if m = −1

E
{ Xi(r, n,−1, k)

Xj+1(s, n,−1, k)

}
= {(1 + α)k}s

(α
β

)j−i+1
∞∑
p=0

i∑
q=0

(−1)q
(
i
q

)

×
(j + 1)(p)

p!{(1 + α)k + α(p+ j + 1)}s−r{(1 + α)k + α(p+ q + j − i+ 1)}r
,

(9)

where

(j)p =

j(j + 1) . . . (j + p− 1), p > 0

1, p = 0

Proof. From (3), we have

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
=

Cs−1

(r − 1)!(s− r − 1)!

∫ ∞

0

∫ ∞

x

xi

yj+1
{F̄ (x)}mf(x)

× gr−1
m {F (x)}[hm{F (y)} − hm{F (x)}]s−r−1

× {F̄ (y)}γs−1f(y)dydx. (10)

On using binomial expansion, (10), can be obtained when m ̸= −1 as

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
=

Cs−1

(r − 1)!(s− r − 1)!(m+ 1)s−2

×
r−1∑
u=0

s−r−1∑
v=0

(−1)u+v

(
r − 1
u

)(
s− r − 1

v

)
×
∫ ∞

0
xi{F̄ (x)}(s−r+u−v)(m+1)−1f(x)G(x)dx, (11)

where

G(x) =

∫ ∞

x
y−(j+1){F̄ (y)}γs−v−1f(y)dy. (12)
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By setting t = {F̄ (y)}
α

(1+α) in (12), we get

G(x) =
(1 + α)αj

βj+1

∫ {F̄ (x)}
α

(1+α)

x
(1− t)−(j+1) t

α(j+1)+(α+1)(γs−v−1)+1

α dt

=
(1 + α)αj

βj+1

∞∑
p=0

(j + 1)p
p!

∫ {F̄ (x)}
α

(1+α)

x
t
α(j+1+p)+(α+1)(γs−v−1)+1

α dt

= (1 + α)
(α
β

)j+1
∞∑
p=0

(j + 1)p
p!

· {F̄ (x)}γs−v+
α(p+j+1)

(α+1)

{(α+ 1)γs−v + α(p+ j + 1)}
.

On substituting the above expression of G(x) in (11), we find that

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
=

(1 + α)Cs−1

(r − 1)!(s− r − 1)!(m+ 1)s−2

(α
β

)j+1

×
∞∑
p=0

r−1∑
u=0

s−r−1∑
v=0

(−1)u+v

(
r − 1
u

)(
s− r − 1

v

)

× (j + 1)p
p!{(α+ 1)γs−v + α(p+ j + 1)}

×
∫ ∞

0
xi{F̄ (x)}γr−u+

α(p+j+1)
(α+1)

−1
f(x)dx. (13)

Again by setting z = {F̄ (x)}α/(1+α) in (13) and simplifying the resulting
equation, we get the result given in (8).
When m = −1, we have that

E
{ Xi(r, n,−1, k)

Xj+1(s, n,−1, k)

}
=

ks

(r − 1)!(s− r − 1)!

×
∫ ∞

0
xi{− ln F̄ (x)}r−1 f(x)

F̄ (x)
I(x)dx, (14)

where

I(x) =

∫ ∞

x
y−(j+1)[ln{F̄ (x)} − ln{F̄ (y)}]s−r−1{F̄ (y)}k−1f(y)dy.

Setting w = ln{F̄ (x)} − ln{F̄ (y)}, we find that

I(x) = (1 + α)s−r
(α
β

)j+1
∞∑
p=0

(j + 1)p
p!

· {F̄ (x)}k+
α(p+j+1)

(α+1) Γ(s− r)

{(α+ 1)k + α(p+ j + 1)}s−r
.
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On substituting the above expression of I(x) in (14), we obtain

E
{ Xi(r, n,−1, k)

Xj+1(s, n,−1, k)

}
=

(1 + α)s−rks

(r − 1)!

(α
β

)j+1

×
∞∑
p=0

(j + 1)p
p!{(α+ 1)k + α(p+ j + 1)}s−r

×
∫ ∞

0
xi{− ln F̄ (x)}r−1{F̄ (x)}k+

α(p+j+1)
(α+1)

−1
f(x)dx.

(15)

Again by setting z = − ln{F̄ (x)} in (15) and simplifying the resulting ex-
pression, we get the result given in (9).

Special Cases

i) Putting m = 0, k = 1 in (8), the exact expression for the quotient
moments of order statistics of the generalized Pareto distribution is obtained
as

E
( Xi

r:n

Xj+1
s:n

)
= (1 + α)2Cr,s:n

(α
β

)j−i+1

×
∞∑
p=0

i∑
q=0

r−1∑
u=0

s−r−1∑
v=0

(−1)u+v+q

(
r − 1
u

)(
s− r − 1

v

)(
i
q

)

×
(j + 1)(p)

p!{(1 + α)(n− s+ 1 + v) + α(p+ j + 1)}

× 1

{(1 + α)(n− r + 1 + u) + α(p+ q + j − i+ 1)}
,

where
Cr,s:n =

n!

(r − 1)!(s− r − 1)!(n− s)!
.

ii) Putting k = 1 in (9), we deduce the explicit expression for the quotient
moments of upper record values for generalized Pareto distribution in the
form
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E
(Xi

U(r)

Xj+1
U(s)

)
= (1 + α)s

(α
β

)j−i+1
∞∑
p=0

i∑
q=0

(−1)q
(
i
q

)

×
(j + 1)(p)

p!{α(p+ j + 2) + 1}s−r{α(p+ q + j − i+ 2) + 1}r
.

Making use of (7), we can derive recurrence relations for the quotient mo-
ments of gos from (4).

Theorem 2. For 1 6 r 6 s− 2, k > 1, i = 0, 1, 2, . . . and j = 1, 2, . . . ,{
1 +

α(j + 1)

(1 + α)γs

}
E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
= E

{ Xi(r, n,m, k)

Xj+1(s− 1, n,m, k)

}
− β(j + 1)

(1 + α)γs
E
{ Xi(r, n,m, k)

Xj+2(s, n,m, k)

}
.

(16)

Proof. We have from (3)

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)

}
=

Cs−1

(r − 1)!(s− r − 1)!

×
∫ ∞

0
xi{F̄ (x)}mf(x)gr−1

m {F (x)}I(x)dx (17)

where

I(x) =

∫ ∞

x

1

yj+1
[hm{F (y)} − hm{F (x)}]s−r−1{F̄ (y)}γs−1f(y)dy. (18)

Integrating I(x) by parts treating {F̄ (y)}γs−1f(y) for integration and the
rest of the integrand for differentiation, we get

I(x) = −(j + 1)

γs

∫ ∞

x

1

yj+2
[hm{F (y)} − hm{F (x)}]s−r−1{F̄ (y)}γsdy

+
(s− r − 1)

γs

∫ ∞

x

1

yj+1
[hm{F (y)} − hm{F (x)}]s−r−2{F̄ (y)}γs+mf(y)dy.

(19)

Substituting the value of I(x) in (17) and simplifying the resulting expression
we get the result given in (16).
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Remark 1. Putting m = 0 and k = 1 in (16), we obtain a recurrence
relation for quotient moment of order statistics as

{
1 +

α(j + 1)

(1 + α)(n− s+ 1)

}
E
( Xi

r:n

Xj+1
s:n

)
= E

( Xi
r:n

Xj+1
s−1:n

)
− β(j + 1)

(1 + α)(n− s+ 1)
E
( Xi

r:n

Xj+2
s:n

)
.

Remark 2. Setting m = −1 and k > 1 in Theorem 2, we get a recurrence
relation for quotient moment of upper k record as

{
1 +

α(j + 1)

(1 + α)k

}
E
(Xi

U(r):k

Xj+1
U(s):k

)
= E

( Xi
U(r):k

Xj+1
U(s−1):k

)
− β(j + 1)

(1 + α)k
E
(Xi

U(r):k

Xj+2
U(s):k

)
.

3 Relations for Quotient Conditional Expectation

Theorem 3. For the distribution as given in (6) and for 1 6 r < s 6 n− 2,
j = 1, 2, . . . , and k = 1, 2, . . . , if m ̸= −1

E
{ 1

Xj(s, n,m, k)
|X(r, n,m, k) = x

}
=
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p
×

s−r∏
w=1

{
γr+w

γr+w−αp
(1+α)

}
, (20)

and if m = −1

E
{ 1

Xj(s, n,−1, k)
|X(r, n,−1, k) = x

}
=
(α
β

)j ∞∑
p=0

(j)p
p!

{(1 + α)k

α(p+ j)

}s−r

×
( β

αx+ β

)p+j
. (21)

Proof. From (4), we have
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E
{ 1

Xj(s, n,m, k)
|X(r, n,m, k) = x

}
=

Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r−1

×
∫ ∞

x
y−j
[
1−

{ F̄ (y)
F̄ (x)

}m+1]s−r−1{ F̄ (y)
F̄ (x)

}γs−1 f(y)

F̄ (x)
dy.

(22)

By setting u = F̄ (y)
F̄ (x)

=
(
αx+β
αy+β

)(1+α)/α
from (6) in (22), we obtain

E
{ 1

Xj(s, n,m, k)
|X(r, n,m, k) = x

}
=

Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r−1

×
∫ 1

0

[
−β
α

{
1− (αx+ β)u

− α
(1+α)

β

}]−j

× uγs−1(1− um+1)s−r−1du

=
Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r−1

×
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p

×
∫ 1

0
u
γs−( αp

(1+α)
)−1

(1− um+1)s−r−1du,

(23)

Again by setting t = um+1 in (23), we get

E
{ 1

Xj(s, n,m, k)
|X(r, n,m, k) = x

}
=

Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r−1

(
− α

β

)j
×

∞∑
p=0

(j)p
p!

(αx+ β

β

)p

×
∫ 1

0
t

k−αp
(1+α)
(m+1)

+n−s−1
(1− t)s−r−1dt

c⃝ 2013, SRTC Iran



D. Kumar 33

=
Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r

(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p

×

{ k−αp
(1+α)

(m+1) + n− s
}
Γ(s− r)

Γ
{ k−αp

(1+α)

(m+1) + n− r
}

=
Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r

(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p

× (m+ 1)s−rΓ(s− r)∏s−r
w=1

{(
k − αp

1+α

)
+ (n− r − w)(m+ 1)

}
=
Cs−1

Cr−1

(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p 1∏s−r
w=1

(
γr+w−αp
(1+α)

) ,
and hence the result given in (20).
When m = −1, we have that

E
{ 1

Xj(s, n,−1, k)
|X(r, n,−1, k) = x

}
=

ks−r

(s− r − 1)!{F̄ (x)}k

×
∫ ∞

x
y−j [ln{F̄ (x)} − ln{F̄ (y)}]s−r−1{F̄ (y)}k−1f(y)dy.

(24)

Setting w = ln{F̄ (x)} − ln{F̄ (y)} in (24) and integrating the resulting ex-
pression we get the result given in (21).

Special cases

i) Putting m = 0, k = 1 in (20), the exact expression for the conditional
quotient moments of order statistics of the generalized Pareto distribution is
obtained as

J. Statist. Res. Iran 10 (2013): 23–39
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E
( 1

Xj
s:n

|Xr:n = x
)
=
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p

×
s−r∏
w=1

(
n− r − w + 1

n− r − w + 1− αp
(1+α)

)
.

ii) Putting k = 1 in (21), we deduce the explicit expression for the conditional
quotient moments of upper record values for generalized Pareto distribution
in the form

E
( 1

Xj
U(s)

|XU(r) = x
)
=
(α
β

)j ∞∑
p=0

(j)p
p!

{ 1 + α

α(p+ j)

}s−r( β

αx+ β

)p+j
.

Making use of (7), we can derive recurrence relations for the conditional
quotient moments of gos.

Theorem 4. For 1 6 r 6 s− 2, k > 1, i = 0, 1, 2, . . . and j = 1, 2, . . .{
1 +

α(j + 1)

(1 + α)γs

}
E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)
|X(r, n,m, k) = x

}

= E
{ Xi(r, n,m, k)

Xj+1(s− 1, n,m, k)
|X(r, n,m, k) = x

}

− β(j + 1)

(1 + α)γs
E
{ Xi(r, n,m, k)

Xj+2(s, n,m, k)
|X(r, n,m, k) = x

}
.

(25)

Proof. From (4), we have

E
{ Xi(r, n,m, k)

Xj+1(s, n,m, k)
|X(r, n,m, k) = x

}
=

xiCs−1I(x)

(s− r − 1)!Cr−1{F̄ (x)}γr+1
(26)

where I(x) is defined in (18). Substituting the value of I(x) from (19) in (26)
and simplifying the resulting expression we get the result given in (25).

Remark 3. Putting m = 0, k = 1 in (25), we obtain a recurrence relation
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for conditional quotient moment of order statistics as{
1 +

α(j + 1)

(1 + α)(n− s+ 1)

}
E
( Xi

r:n

Xj+1
s:n

|Xr:n = x
)
= E

( Xi
r:n

Xj+1
s−1:n

|Xr:n = x
)

− β(j + 1)

(1 + α)(n− s+ 1)

× E
( Xi

r:n

Xj+2
s:n

|Xr:n = x
)
.

Remark 4. Setting m = −1 and k > 1 in Theorem 4, we get a recurrence
relation for quotient moment of upper k records as{
1 +

α(j + 1)

(1 + α)k

}
E
(Xi

U(r):k

Xj+1
U(s):k

|XU(r) = x
)
= E

( Xi
U(r):k

Xj+1
U(s−1):k

|XU(r) = x
)

− β(j + 1)

(1 + α)k
E
(Xi

U(r):k

Xj+2
U(s):k

|XU(r) = x
)
.

4 Characterization
Theorem 5. Let X be a non-negative random variable having an absolutely
continuous distribution function F (x) with F (0) = 0 and 0 < F (x) < 1 for
all x > 0, then. If m ̸= −1

E
{ 1

Xj(s, n,m, k)
|X(r, n,m, k) = x

}
=
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p

×
s−r∏
w=1

( γr+w

γr+w − αp
(1+α)

)
, (27)

and if m = −1

E
{ 1

Xj(s, n,−1, k)
|X(r, n,−1, k) = x

}
=
(α
β

)j ∞∑
p=0

(j)p
p!

{(1 + α)k

α(p+ j)

}s−r

×
( β

αx+ β

)p+j
, (28)
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if and only if

F̄ (x) =
( β

αx+ β

)( 1
α)+1

, x > 0, α, β > 0.

Proof. The necessary part follows immediately from (20). On the other
hand if (27) is satisfied, then on using equation (4), we have

Cs−1

(s− r − 1)!Cr−1(m+ 1)s−r−1

∫ ∞

x
y−j [{F̄ (x)}m+1 − {F̄ (y)}m+1]s−r−1

× {F̄ (y)}γs−1f(y)dy = {F̄ (x)}γr+1Hr(x), (29)

where

Hr(x) =
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p s−r∏
w=1

(
γr+w

γr+w − αp
(1+α)

)
.

Differentiating (29) both the sides with respect to x , and rearranging the
terms, we get

− Cs−1{F̄ (x)}mf(x)
(s− r − 2)!Cr−1(m+ 1)s−r−2

∫ ∞

x
y−j [{F̄ (x)}m+1 − {F̄ (y)}m+1]s−r−2

×{F̄ (y)}γs−1f(y)dy = H ′
r(x){F̄ (x)}γr+1 − γr+1Hr(x){F̄ (x)}γr+1−1f(x)

or

γr+1Hr+1(x){F̄ (x)}γr+2+mf(x) = H ′
r(x){F̄ (x)}γr+1

− γr+1Hr(x){F̄ (x)}γr+1−1f(x).

Therefore
f(x)

F̄ (x)
= − H ′

r(x)

γr+1{Hr+1(x)−Hr(x)}
=

(1 + α)

αx+ β
,

where

H ′
r(x) =

(
− α

β

)j ∞∑
p=0

αp (j)p
p! β

(αx+ β

β

)p−1
s−r∏
w=1

(
γr+w

γr+w − αp
(1+α)

)
and

Hr+1(x) =
(
− α

β

)j ∞∑
p=0

(j)p
p!

(αx+ β

β

)p s−(r+1)∏
w=1

(
γr+1+w

γr+1+w − αp
(1+α)

)
,
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which proves that

F̄ (x) =
( β

αx+ β

)( 1
α)+1

, x > 0, α, β > 0.

When m = −1 the necessary part follows immediately from (21). On the
other hand if (28) is satisfied, then on using equation (24), we have

ks−r

(s− r − 1)!

∫ ∞

x
y−j [ln{F̄ (x)} − ln{F̄ (y)}]s−r−1{F̄ (y)}k−1f(y)dy

= {F̄ (y)}kGr(x) (30)

where

Gr(x) =
(α
β

)j ∞∑
p=0

(j)p
p!

{(1 + α)k

α(p+ j)

}s−r( β

αx+ β

)p+j
.

Differentiating (30) both sides with respect to x and rearranging the terms,
we get

ks−rf(x)

(s− r − 2)!F̄ (x)

∫ ∞

x
y−j [ln{F̄ (x)} − ln{F̄ (y)}]s−r−2{F̄ (y)}k−1f(y)dy

= −k{F̄ (y)}k−1f(x)Gr(x) + {F̄ (y)}kG′
r(x)

or

−kGr+1(x){F̄ (y)}k−1f(x) = {F̄ (y)}kG′
r(x)− k{F̄ (y)}k−1f(x)Gr(x).

Therefore
f(x)

F̄ (x)
= − G′

r(x)

γr+1{Gr+1(x)−Gr(x)}
=

(1 + α)

αx+ β

which proves that

F̄ (x) =
( β

αx+ β

)( 1
α)+1

, x > 0, α, β > 0.
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5 Conclusion
This paper deals with the gos from the generalized Pareto distribution. Exact
expressions and recurrence relations satisfied by the quotient moments of
gos for a generalized Pareto distribution are derived. Characterization of
this distribution by considering the conditional expectation for generalized
Pareto distribution satisfied by the quotient moment of the gos. Special
cases are also deduced.
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