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Abstract. The present work focuses on the second order Markov chain model which arises in a variety of settings and is well-suited to be modeled in many applications. The efficiency of the maximum quasi-likelihood estimators with the full maximum likelihood estimators for second order Markov chain models are given, besides the limiting normality results on the asymptotic properties of the associated estimates. Some efficiency calculations are also given to discuss the feasibility and computational complexity of the QL approach relative to the full likelihood approach.
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1 Introduction

The maximum likelihood (ML) approach is often difficult to carry out numerically, in the theory of many complex models with high dimensional dependencies. The pseudo-likelihood (PL), which is the product over conditional densities, and quasi-likelihood (QL), which is the products of marginal likelihoods for many small subsets, are two different ways to approximate the maximum likelihood estimator. In recent years much progress has been made to use and study the behavior of the maximum pseudo-likelihood and maximum quasi-likelihood estimators. Hu and Zhang (2010) present testing procedures based on pseudo-likelihood ratio statistics with the biased observations and show their asymptotic distributions under the null hypothesis. We refer the reader to Gong and Samaniego (1981); Liang and Self (1996) and Hu et al. (2007), for more details.

The ML method is classic, see Anderson and Goodman (1957) and Billingsley (1961a,b), but the QL results go back to the works of Besag (1974, 1977). The composite likelihood proposed by Lindsay (1988) forms by combining of likelihoods for small subsets of the data, and inherits some good features of the full likelihood which are useful for inference, see Cox and Reid (2004). Quasi-likelihood is a special case of the composite likelihood, in which the quasi-likelihood is formed by the product of the bivariate probability density of all possible pairs of observations. It is attracting researchers in handling high dimensional data analysis when the full likelihood is computationally difficult to evaluate, or intractable when complex dependencies are involved, e.g. in Markovian random fields for spatial and spatio-temporal applications and some type of highly structured hidden Markov models.

The computational feasibility of the pairwise likelihood approach relative to the full likelihood approach are studied by many authors. General discussion on theoretical aspects and possible applications of QL is given in Cox and Reid (2004); Varin (2008) and Varin et al. (2011). Hjort and Varin (2008) discussed and compared three methods of estimation, the ML, a kind of the pseudo-likelihood and the quasi-likelihood, in the case of traditional Markov chain models. In the Markov chain models, the ML would typically be the first choice, because of its simplicity and efficiency. But, it is worth studying the QL alternative in situations where it is still of interest (and appropriate) to compare the statistical behavior of the estimators, see Hjort and Varin (2008). They have also found that the QL strategy is typically preferable to the PL in the Markov chain models.
The present work focuses on the second order Markov chain model which arises in a variety of settings and is well-suited to be modeled in many applications. In chemistry, due to steric effects (arisen from the fact that each atom within a molecule occupies a certain amount of space, Chan and Thouas, 2015), second-order Markov effects may also play a role in the growth of some polymer chains. In the internet applications, Markov models have also been used to analyze web navigation behavior of users. A user’s web link transition on a particular web site can be modeled using first- or second-order Markov models and can be used to make predictions regarding future navigation and to personalize the web page for an individual user. In music, a second-order Markov chain can be considered. The first, second, third and fourth order Markov chain can also be used to calculate the transition probability for two-, three-, four- and five-amino-acid sequences, see Wu (1999, 2000). Due to correlation between data in these situations, the exact maximum likelihood estimation, is often a challenge to compute, and thus, we propose the pairwise likelihood approach that aim to balance statistical and computational efficiency, see Varin et al. (2011) for real-world references.

It is well-known that the one dimensional Markov chain of order $m$ is equivalent to an $m$ dimensional first order Markov chain. As a simple example, a second order model for DNA is equivalent to a two dimensional first order model that is comprised of the 16 dinucleotides. A sequence of CGACG (five bases) would be treated as a chain of CG-GA-AC-CG (four states) with each symbol being drawn from the two dimensional setting. Nevertheless, the skeleton of high order model is often preferable for analysis of one dimensional Markov chain of higher order, see Singh (2003). Therefore, in this work, we will work directly with structure of the one dimensional Markov chain of order $m$, instead of its equivalent $m$ dimensional first order Markov chain.

We concentrate on the QL method and specify its efficiency in the underlying second order Markov chain models. We have argued about the feasibility of the QL approach and discussed its computational complexity relative to competing approaches, however, there is in general, some loss of efficiency compared to ML method. Practical results of the QL and ML are brought into light and some efficiency calculations are presented.

This paper is organized as follows. Preliminaries are given in Section 2. The limiting distribution of ML and QL estimators are established in Section 3. In this section, we also provide some efficiency calculations to demonstrate the feasibility of the proposed QL approach.
2 Preliminaries

Let $X_0, X_1, \ldots$ be an irreducible Markov chain of order $m$ (being a positive integer) on a finite state space $S$, in the sense that

$$P\{X_n = x_n | X_k = x_k, k < n\} = P\{X_n = x_n | X_k = x_k, n - m \leq k < n\}, \quad (1)$$

for all $x_i \in S, i = 0, 1, \ldots, n$. Without loss of generality, the elements of $S$ (states) can be considered as a set of integers, $S = \{1, 2, \ldots, s\}$.

The model reduces to the classical (or simple) Markov chain, whenever $m = 1$. Throughout what follows, it will be assumed that the Markov chain has stationary transition probability, that is the conditional probabilities in (1) will depend only on the order $m$, and on the $\{x_k, n - m \leq k < n\}$, and not on the integer $n$. In the classical Markov chain, the initial probabilities are $p_i = P\{X_0 = i\}, i = 1, 2, \ldots, s; \sum p_i = 1$ and the transition probabilities are $p_{ij} = Pr\{X_n = j | X_{n-1} = i\}, i, j = 1, 2, \ldots, s; \sum j p_{ij} = 1$. When the $p_{ij}$s are specified functions of some unknown parameters $\theta$, the estimation problem of $\theta$ by means of a sequence of observations from the chain can be addressed.

In this paper, we treat the case $m = 2$, i.e., the second order Markov chain. The method can be easily extended to the higher order cases in the same manner.

Let $X_0, X_1, \ldots$ be a second order Markov chain on a finite state space with stationary transition probabilities. In this case, (1) reduces to

$$Pr\{X_n = x_n | X_k = x_k, k < n\} = Pr\{X_n = x_n | X_{n-1} = x_{n-1}, X_{n-2} = x_{n-2}\}. \quad (2)$$

On the merits of simplicity, the corresponding parametric model of (2) can be considered of the form

$$p_{a,b,c}(\theta) = Pr\{X_n = c | X_{n-1} = b, X_{n-2} = a\}, \quad a, b, c = 1, \ldots, s, \quad (3)$$

where $\theta$ is some underlying parameter vector. The chain is observed from time zero to time $N$. The aim is to compare the full and pairwise likelihood methods and to see whether there is some loss of efficiency for parameter estimation in the underlying second order Markov chain models, in a large sample setting, i.e., as $N$ grows towards infinity.
3 Main Results

The traditional full maximum likelihood method (ML) maximizes

\[
l_N(\theta) = \Pr(X_0 = x_0, X_1 = x_1) \prod_{i=1}^{N-1} \Pr(X_{i+1} = x_{i+1} | X_i = x_i, X_{i-1} = x_{i-1})
\]

\[
= \prod_{a,b,c} I_{a,b}(\theta) p_{a,b,c}(\theta)^{N_{a,b,c}},
\]

where \(N_{a,b,c}\) counts the number of transitions from \(a\) to \(b\) and \(b\) to \(c\), i.e.,

\[
N_{a,b,c} = \sum_{i=1}^{N-1} I\{ (X_{i-1}, X_i, X_{i+1}) = (a, b, c) \},
\]

and \(I_{a,b} = I(X_0 = a, X_1 = b)\).

We assume that the true model is specified by setting \(\theta = \theta_0\). Let \(u_{a,b,c}(\theta)\) (\(p\)-vector) and \(i_{a,b,c}(\theta)\) (\(p \times p\) matrix) be the first and second derivatives of \(\log p_{a,b,c}(\theta)\) and

\[
J = \sum_{a,b,c} p_a p_{a,b} p_{a,b,c} u_{a,b,c} u_{a,b,c}^T.
\]

Now focus on the ML estimator, say \(\hat{\theta}_{ML}\), which under regularity conditions, as stated in Geys et al. (1997); Molenberghs and Verbeke (2005), is the solution of the score function given by

\[
U_N(\theta) = \partial \log l_N(\theta)/\partial \theta = \sum_{a,b,c} N_{a,b,c} u_{a,b,c} + \sum_{a,b} s I_{a,b} u_{a,b} = 0.
\]

Under the regularity conditions, it is well-known that

\[
\sqrt{N}(\hat{\theta}_{ML} - \theta) \rightarrow_d N(0, J^{-1}),
\]

see e.g. Billingsley (1961). The quasi-likelihood method maximizes the function

\[
q_l(\theta) = \prod_{i=1}^{N} \Pr(\theta)(X_{i-1} = x_{i-1}, X_i = x_i) = \prod_{a,b} \{p_a(\theta)p_{a,b}(\theta)\}^{N_{a,b}}, \quad (4)
\]

where \(\Pr_{\theta}\{X_i = a\} = p_a(\theta)\). The quasi Likelihood (QL) forms by products
of marginal likelihoods for some small subsets. The considered method is a second order QL method. The higher order QL can also be considered. For example, the third order version of QL function can be written as

$$ql_3(\theta) = \prod_{i=1}^{N-1} \Pr(X_{i-1} = x_{i-1}, X_i = x_i, X_{i+1} = x_{i+1})$$

$$= \prod_{a,b,c} \{p_a(\theta)p_{a,b}(\theta)p_{a,b,c}(\theta)\}^{N_{a,b,c}}. \quad (5)$$

In general, with a fixed order \(k\) for QL method,

$$\log ql_k(\theta) = \sum_a N_{a,\ldots} \log p_a(\theta) + \sum_{a,b} N_{a,b} \log p_{a,b}(\theta) + (k-2) \sum_{a,b,c} N_{a,b,c} \log p_{a,b,c}(\theta).$$

In order to establish the limiting distribution of the QL estimator of order \(k\), say \(\hat{\theta}_{QL_k}\), set

\[
H = \sum_a p_a u_a u_a^T, \quad F = \sum_{a,b} p_a p_{a,b} u_{a,b} u_{a,b}^T, \quad L = \sum_{a,b} p_a p_{a,b} u_{a,b} \kappa_{a,b} u_{a,b}^T,
\]

and

\[
G = \sum_{a,b} p_a \gamma_{a,b} u_a u_a^T, \quad M = \sum_{a,b,c} p_a p_{a,b} p_{a,b,c} u_{a,b,c} \kappa_{a,b,c} u_{a,b,c}^T,
\]

\[
R = \sum_{a,b,c} p_a p_{a,b} p_{a,b,c} u_{a,b,c} \psi_{b,c} u_{b,c}^T, \quad K = \sum_{a,b,c,d} p_a p_{a,b} \omega_{a,b,c,d} u_{a,b} u_{b,c,d}^T,
\]

where

\[
\kappa_{a,b} = \sum_{k \geq 0} \sum_d (p_{a,b,d} - p_d) u_d, \quad \gamma_{a,b} = \sum_{k \geq 1} (p_{a,b} - p_b),
\]

\[
\psi_{b,c} = \sum_{k \geq 0} \sum_{e,f} (p_{b,c,e,f} - p_{c,d}) u_{e,f}, \quad \omega_{a,b,c,d} = \sum_{k \geq 1} \left( p_{a,b,c,d} - p_{c,d} \right),
\]

\[
r_{a,b,c,d}^{(k)} = \sum_{a_1,\ldots,a_{k-1}} p_{a,b,a_1} p_{a_1,a_2} p_{a_2,a_3} \cdots p_{a_{k-2},a_{k-1}} p_{a_{k-1},c} p_{a_{k-1},c},
\]

\[
r_{a,b,c,d}^{(0)} = p_{a,b} \delta_{b,c}, \quad r_{a,b,c,d}^{(1)} = p_{a,b,c} p_{b,c,d}, \quad r_{a,b,c,d}^{(2)} = \sum_{a_1} p_{a,b,a_1} p_{a_1,c} p_{a_1,c,d},
\]
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The following theorem establishes the asymptotic distribution of \( \tilde{\theta}_{QL_k} \). The proof is easily derived by using the one-step Taylor analysis of \( U_N(\tilde{\theta}_{QL_k}) = 0 \), and the result given by Hjort and Varin (2008).

**Theorem 1.** Under the regularity conditions,

\[
\sqrt{N}(\tilde{\theta}_{QL_k} - \theta_0) \rightarrow_d N(0, J_k^{-1}K_kJ_k^{-1}),
\]

where

\[
J_k = H + F + (k - 2)J,
\]

\[
K_k = H + G + G^T + F + K + K^T + (k - 2)J + (L + L^T)
+ (k - 2)(M + M^T) + (k - 2)(R + R^T).
\]

In the following example, we consider a second order Markov chain studied by Azzalini (1983) and discuss about the feasibility and computational complexity of the QL approach relative to the full likelihood approach.

**Example 1.** Consider the stationary binary second order Markov chain \( \{Y_t\} \), with transition probabilities

\[
p_{ij} = \text{Pr}(Y_t = 1|Y_{t-1} = j, Y_{t-2} = i),
\]

for \( i, j \in \{0, 1\} \). The associated first order Markov chain with states

\[
\{(0, 0), (0, 1), (1, 0), (1, 1)\},
\]

has transition matrix \( P \) and stationary distribution \( \pi = (\pi_1, \pi_2, \pi_3, \pi_4)^T \), where

\[
\pi_2 = \pi_3 = \{(1 - p_{10})/p_{00} + 2 + p_{01}/(1 - p_{11})\}^{-1},
\]

\[
\pi_1 = \pi_3(1 - p_{10})/p_{00}, \quad \pi_4 = \pi_3p_{01}/(1 - p_{11}).
\]

Numerical work has been done using the parametrization

\[
p_{ij} = i\theta(1 - \theta) + \frac{1}{2}j(1 - \theta) + \delta, \quad 0 < \theta < 1,
\]

where $\delta$ is a constant regarded as known, $0 < \delta < \frac{7}{16}$. The behavior of the ML and QL method can be studied and compared by computing the variance of the limiting distribution, algebraically or numerically. The asymptotic variance of the full maximum likelihood estimator is

$$\left\{ \sum_{a,b,c} p_a p_{a,b} p_{a,b,c} u_{a,b,c}^T u_{a,b,c} \right\}^{-1},$$

where Azzalini (1983) considered

$$p_0 = \pi_1 + \pi_2,$$
$$p_1 = \pi_3 + \pi_4,$$

d and

$$p_{0,0} = \frac{\pi_1}{\pi_1 + \pi_3},$$
$$p_{0,1} = \frac{\pi_3}{\pi_1 + \pi_3},$$
$$p_{1,0} = \frac{\pi_2}{\pi_2 + \pi_4},$$
$$p_{1,1} = \frac{\pi_4}{\pi_2 + \pi_4}.$$
Table 2. Mean, standard deviation and computational running times of the estimators.

<table>
<thead>
<tr>
<th></th>
<th>( \theta = 0.4 )</th>
<th></th>
<th>( \theta = 0.6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\theta}_{QL_2} )</td>
<td>0.314(0.024)</td>
<td>( \hat{\theta}_{QL_3} )</td>
<td>0.488(0.022)</td>
</tr>
<tr>
<td>( \hat{\theta}_{QL_10} )</td>
<td>0.468(0.009)</td>
<td>( \hat{\theta}_{QL_100} )</td>
<td>0.458(0.008)</td>
</tr>
<tr>
<td>( \hat{\theta}_{ML} )</td>
<td>0.455(0.005)</td>
<td>CPU time</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>0.488(0.009)</td>
<td></td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>0.458(0.008)</td>
<td></td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>0.455(0.005)</td>
<td></td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>0.497(0.027)</td>
<td></td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>0.498(0.010)</td>
<td></td>
<td>0.132</td>
</tr>
<tr>
<td>n = 50</td>
<td>0.687(0.009)</td>
<td></td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>0.675(0.006)</td>
<td></td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>0.670(0.006)</td>
<td></td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>0.432(0.028)</td>
<td></td>
<td>0.493(0.012)</td>
</tr>
<tr>
<td></td>
<td>0.493(0.012)</td>
<td></td>
<td>0.683(0.010)</td>
</tr>
<tr>
<td>n = 100</td>
<td>0.673(0.006)</td>
<td></td>
<td>0.678(0.006)</td>
</tr>
<tr>
<td></td>
<td>0.449(0.004)</td>
<td></td>
<td>0.448(0.004)</td>
</tr>
<tr>
<td></td>
<td>0.432(0.007)</td>
<td></td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>0.493(0.012)</td>
<td></td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>0.683(0.010)</td>
<td></td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td>0.673(0.006)</td>
<td></td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>0.678(0.006)</td>
<td></td>
<td>0.306</td>
</tr>
<tr>
<td></td>
<td>0.449(0.004)</td>
<td></td>
<td>0.448(0.004)</td>
</tr>
<tr>
<td>n = 200</td>
<td>0.432(0.007)</td>
<td></td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>0.493(0.012)</td>
<td></td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>0.654(0.008)</td>
<td></td>
<td>0.220</td>
</tr>
<tr>
<td></td>
<td>0.668(0.005)</td>
<td></td>
<td>0.363</td>
</tr>
<tr>
<td></td>
<td>0.663(0.005)</td>
<td></td>
<td>0.363</td>
</tr>
<tr>
<td>n = 500</td>
<td>0.432(0.007)</td>
<td></td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>0.493(0.012)</td>
<td></td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>0.652(0.007)</td>
<td></td>
<td>0.220</td>
</tr>
<tr>
<td></td>
<td>0.664(0.005)</td>
<td></td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>0.660(0.005)</td>
<td></td>
<td>0.671</td>
</tr>
</tbody>
</table>

Table 2 provides the mean, standard deviation (in brackets) and the computation time of the estimators. As it was expected, the ML method takes more computational running time than the QL method however the MLEs give the best performance. Also, as the degrees of QL method increases, the computational running times increase. As tedious computations exist in formulating the estimators, more study is needed to confirm the obtained results in the general case.

4 Conclusions

The limiting distribution of ML and QL estimators of the parameters for second order Markov chains are studied. In this paper, the quasi-likelihood (QL), which is the products of marginal likelihoods for many small subsets is applied for the second order Markov chain models. In the Markov chain models, the ML would typically be the first choice, because of its simplicity and efficiency. But it is worth studying the QL alternative in situations where it is still of interest (and appropriate) to compare the statistical behavior of the estimators. Simulation results show that the QL estimators are sufficiently accurate when the order k in the QL estimators increases. It seems that the order k in QL method is a key variable, which should be brought into play. Although more study is needed to confirm the obtained results in the general case.
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